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BACKGROUND

Performance data are collected to establish how well Exascale applications are doing with executing their workflow efficiently. Chimbuko collects performance anomalies that are being detected and saved them into its
Provenance Database, together with as much contextual information as needed and will be used for our analysis.

GOAL AND OBJECTIVES
Develop a set of algorithms to query data, perform analysis and visualization using Python to determine if the information collected for each anomaly Is sufficient to conduct causal analysis.

METHODOLOGY

Performed correlation analysis using Theil's U correlation method, applied machine learning by regression for prediction and K-Prototypes for clustering, and ran Random Forest Model and Decision Tree for feature
selection
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RESULTS AND CONCLUSION
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FIG 3: Binary Logistic Regression (BLR) Results

FIG 4: BLR With Random Forest Model &
Decision Tree
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and entry are the only important features. The regression analysis results (fig 4) indicate that there Is
a strong evidence of association between the outlier _score and the outlier_severity.

ACKNOWLEDGEMENT
The authors thank DOE, ECP, Sustainable Horizons Institute, and Brookhaven National Lab
for their support

¢ Brookhaven

National Laboratory

SUSTAINABLE HORIZONS INSTITUTE


https://chimbuko-performance-analysis.readthedocs.io/en/ckelly_develop/
https://github.com/margaretajuwon/Statistical-and-Causal-Analysis-of-Chimboku-Provenace-Database

