Optimizing Traceback in the Smith-Waterman Algorithm for GPUs
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ABSTRACT

The traceback phase of the Smith-Waterman (SW) algorithm requires a significant amount of memory and introduces an irregular memory access pattern which makes it challenging to be performant on GPU architectures. We developed an efficient traceback algorithm, using diagonal major indexing and binary representation of the traceback matrix. This implementation was integrated into the ADEPT [2] sequence alignment library. To demonstrate its efficacy in high performance software, we integrated our traceback implementation into MetaHipmer2 [3], which is a widely used metagenomic assembler. Our implementation is 3.6x faster than traceback in GASAL2 [1], and 51x faster than traceback in Striped Smith Waterman [5], the current state-of-the-art SW libraries on GPU and CPU respectively. It sped up the final alignment step in MetaHipmer2 by an average of 44% and improved the overall execution time of MHM2 by an average of 13%.

1 INTRODUCTION

Sequence alignment is fundamental to many bioinformatics algorithms and is essential for studying evolution, genetic diversity, and for the development of vaccines. Advancements in genome sequencing technologies have resulted in exponential growth of genomic data. High performance algorithms are needed to make large scale analysis of this data possible.

2BACKGROUND

2.1 Smith-Waterman

The Smith-Waterman algorithm (SW) is a dynamic programming algorithm that finds the optimal local sequence alignment between two genetic sequences. It has a time and space complexity of $O(mn)$. SW with affine gap scoring uses three matrices, $E$, $F$, and $H$, to calculate the score according to formulas listed below.

$$E_{i,j} = \max \begin{cases} E_{i,j-1} + G_{\text{ext}}, \\ H_{i,j-1} + G_{\text{init}} \end{cases} F_{i,j} = \max \begin{cases} F_{i-1,j} + G_{\text{ext}}, \\ H_{i-1,j} + G_{\text{init}} \end{cases} \quad (1)$$

$$H_{i,j} = \max \begin{cases} E_{i,j-1} + G_{\text{ext}}, \\ F_{i,j-1} + H_{i-1,j} + S(q_i, r_j) \end{cases} \quad (2)$$

Where $G_{\text{init}}$ is the gap initiation score, $G_{\text{ext}}$ is the gap extension score and $S(q_i, r_j)$ is the match or mismatch score between residues $q_i$ and $r_j$. We refer you to the original ADEPT [2] paper for a more thorough description of the details of the algorithm.

2.2 Graphical Processing Units

GPUs have been used to significantly accelerate many scientific computing algorithms, but they also come with constraints. Data must be transferred to and from the device, and both shared and global memory on the device is extremely limited. To optimize performance, consideration must be given to how these resources are used.

3 IMPLEMENTATION

Binary Representation of Scoring Matrix

To perform traceback, pointers back to the cell that gave the maximum value must be recorded. Each cell in the $E$ and $F$ matrices can contain only two pointers, and thus can be represented in 1 bit of data. There are 4 possible pointers in the $H$ matrix, which can be represented in 2 bits of data. In order to minimize global memory writes, we compress the values of all three matrices for one cell into the lower 4 bits of one byte of data, resulting in a 3x space reduction.

Diagonal Major Indexing of the Scoring Matrix

The pattern of dependencies in the SW algorithm allows parallelism to progress only along the minor diagonals [2] resulting in a memory access pattern along the diagonals. Normally a matrix would be stored in memory using either row-major or column-major indexing, which would result in many uncoalesced memory accesses on GPU. To tackle this, we restructured the matrix so that it is laid out...
in memory with “diagonal” major indexing. This type of indexing requires maintaining a lookup table to keep track of diagonals and an offset variable to keep track of element within a diagonal.

4 RESULTS

We compared our traceback algorithm with the Striped-Smith-Waterman [5], SeqAn3 [4], and Gasal2 [5] Libraries.

4.1 Library Comparisons

4.1.1 Traceback Time. We showed a 3.6x speed up over Gasal2 and a 51x speed up over the SSW implementation.

4.1.2 Overall Execution Time. On the DNA data sets, we showed a 10.5x average speed up over SeqAn3 and an 11.1x average speed up over SSW. On the protein data sets we showed an average speed up of 6.8x over SeqAn3 and a 11.8x speedup over SSW.

4.2 Metahipmer2 Integration

Metahipmer2 (MHM2) is a high performance de novo metagenomic short read assembler. In the optional final step, all reads are aligned to the contigs. Previously MHM2 used the SSW-Library on CPU to complete this last step.
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