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Abstract
The traceback phase of the Smith-Waterman algorithm require a significant amount of memory and introduce an irregular memory access pattern which makes it challenging to scale performance on GPU architectures. We developed an efficient traceback algorithm and implementation was integrated into the ADAPT sequence alignment library. To demonstrate its efficacy on high-performance software, we integrated this traceback implementation into Metahipmer, which is a widely used metagenome assembler. Our proposed implementation is 3.6x faster than traceback in GASAL2 implementation into the ADEPT sequence alignment library. To
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